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Introduction  

Emerging the new type of corona (COVID-19) virus has 

become the most important for global health, now. 

Compared to the severe acute respiratory syndrome coronavirus 

(SARS) and Middle East respiratory syndrome (MERS), the 

COVID-19 virus overwhelmingly surpassed in terms of 

geographical prevalence, the number of infected people, and 

overall mortality rate.   

Because so far there is no approved treatment for COVID-

19, accurate and timely diagnosis of the disease is very 

important. Also, early identification of patients with severe 

disease is vital. According to a report by the China Centers 

for Disease Control and Prevention (CDC), among 44,500 

people with COVID-19, 15.8% of them were in the acute or 

critical phase of the disease. So, most patients with COVID-

19 have a mild course of the disease, so they experience a 

rapid decline, especially during the 7th to 14th day after the 

onset of symptoms.1 However, in a part of COVID-19 

patients the disease develops into severe respiratory distress, 

because of overreacting inflammatory response.2 Current 

epidemiological data show that the mortality rate of severe 

COVID-19 patients is about 20 times higher than that of 

mild patients.3 Such prominent statistics highlight the need 

to identify high-risk patients. Patients who may progress to 

the severe phase of the disease often require special medical 

equipment. Therefore, early identification of such patients 

can help reduce mortality rates by facilitating timely 

treatment decisions and providing equipment. 

To design a valid predicting model, all related factors to 

the disease including demographic data, history of exposure, 

clinical signs and symptoms, laboratory results, chest X-ray 

or computed tomography (CT) scans, underlying illness, 

treatment steps, and outcomes of each patient should be 

placed as input factors. Using all data enhances early 

detection ability and improves triage strategies, creating a 
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balance between standard medical principles and limited 

resources. Now, an early prediction model to identification 

of at-risk COVID-19 patients is rare.4 In this study, we apply 

three decision tree algorithms including the C5.0, CRT, and 

CHAID using all data to build several models predicting the 

death of COVID-19 infection. 

 

Materials and Methods 

Study Design and Data Collection 

A retrospective analysis of 600 COVID-19 patients who 

were admitted to Baqiyatallah Hospital from February to 

March 2020 confirmed this study, which, affiliated with the 

University of Medical Sciences of Baqiyatallah, is one of 

Iran's largest hospitals dedicated to the care of COVID-19 

patients. Cases contaminated with SARS-CoV-2 were 

confirmed in the throat and nasal swab samples by reverse 

polymerase chain reaction (RT-PCR). These patients' 

clinical outcomes were tracked in April 2020. The age range 

is from 22 years to 94 years. The gender composition was 

80% male and 20% female. For the disease status, only 

having (1) or not having (2) and unknown (0) was considered. 

Values 1 and 2 were considered for all categorical data that 

have a yes and no answer, respectively, and the missing 

value was replaced by a value of 0. 

The Baqiyatallah University of Medical Sciences, Iran 

(IR.BMSU.REC.1399.246) ethics committee reviewed and 

approved this report. Due to the retrospective nature of the 

study and the confidentiality of patient information, the 

ethics committee overlooked the need for informed written 

consent. 

Information derived from electronic medical records is 

gathered from demographic data, history of exposure, 

clinical signs and symptoms, laboratory results, chest X-ray 

or computed tomography (CT) scans, underlying illness, 

treatment steps, and outcomes of each patient using standard 

forms. All knowledge obtained by an experienced team of 

physicians was checked and entered into a database of 

computers. Patients with incomplete details about the 

studied features or unknown medical records were removed. 

The disease's onset date was identified as the day the first 

sign or symptom appeared. After hospitalization, all patients' 

clinical findings were presented at the end of the study. 

 

Data Mining Analysis 

Bioinformatics tools include collecting, mining, analyzing, 

and finding valuable information are remarkably used in the 

different fields of medical biology.5-9 Data Mining is a 

widely used technique in healthcare.10 Here, we build several 

Models to predict the Death of COVID-19 infection. We 

apply three decision tree algorithms. Here, we briefly 

describe these algorithms.  

The information is presented in raw in CSV format. All 

variables used in this study can be seen in the supplementary 

file 1. The data processing corresponds to the records on the 

epidemic (SARS-CoV-2) COVID-19. The treatment of the 

information is carried out through the application software 

Clementine SPSS (version 12.0) for data mining. 

 

Algorithms 

A decision tree offers a collection of rules to split data into 

various classes in order to make some sort of decision about 

them.11 In Data Mining, these rules apply to data. As is 

evident from its name, the decision tree fits the form of a 

tree, but it is drawn upside down. At the top of the tree is the 

root. Then after applying rule 1, it is split into branches. At 

their ends, the branches have leaves. It is very likely that a 

leave will get into its final shape after applying the first rule 

and is not divided further. The method continues until a tree  

 
Table 1. Evaluation Metrics for Binary Classification 

Metric Definition Formula 

False Positive Rate Means the wrong detection rate for identifying the negative sample to 

the positive. 

FPR=FP/(FP+TN) 

False Negative Rate Means the wrong detection rate for identifying a positive to negative. FNR=FN/(FN+TP) 

True Negative Rate Alternatively, Specificity, Ratio of true negatives to total negatives in 

the data. 

TNR=TN/(FP+TN) 

Negative predictive 

value  

Represents the probability that a person does not have a condition, 

given a negative test result. 

NPV=TN/(TN+FN) 

Accuracy In general, accuracy means that the model accurately predicts the 

output. Looking carefully, you can immediately know if the model is 

trained correct or not and how it works in general. 

ACC=(TN+TP)/(TN+FN+TP+FP) 

Precision The ratio of the sum of the correct items categorized by the algorithm 

of a given class is the total number of cases in which the algorithm is 

classified correctly or incorrectly in that class. 

Precision=TP/(TP+FP) 

Recall Alternatively, Sensitivity, the ratio of the number of correct items 

categorized by an algorithm from a class to the number of items in the 

class. 

Recall=TP/(TP+FN) 

F-Measure ( F1-Score) Based on the calculations performed for the Precision and Recall 

metrics, we can calculate the F-Measure weighted value in this step. 

The F-Measure is a good parameter for assessing the quality of the 

classification. 

F=2*(Precision*Recall)/(Precision + Recall) 

Matthews correlation 

coefficient (MCC) 

a more reliable statistical rate which produces a high score only if the 

prediction obtained good results in all of the four confusion matrix 

categories 

MCC=TP*TN - FP*FN / 

sqrt((TP+FP)*(TP+FN)*(TN+FP)*(TN+FN)) 
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type is drawn into the entire data collection. In terms of any 

goal measure, all the leave nodes are the decisions.12,13 There 

are a variety of Decision Tree Implementation Algorithms, 

such as C5.0, CRT, CHAID, and so on, which we can use 

for data mining purposes. The evaluation metrics of the 

algorithms are mentioned in Table 1. 

 

C5.0 Algorithm  

The algorithm C5.0 is a C4.5 extension. A simple 

improvement in C5 over C4.5 is that, depending on the 

severity of their effect on the system, it handles all the errors 

with individual classification. It builds classifiers that help to 

reduce the cost of misclassification rather than the high toll 

of error. This C5 characteristic is known as variable costs of 

misclassification. An algorithm used to create a decision tree 

developed by Ross Quinlan is C4.5. C4.5 is an expansion of 

an earlier ID3 algorithm from Quinlan. For classification, 

the decision trees created by C4.5 can be used and, for this 

purpose, C4.5 is sometimes referred to as a statistical 

classifier.14,15 

 

CART Algorithm (Gain Index) 

Breiman et al., suggested the CART algorithm, and it is a 

method of binary segmentation.16 The condition for splitting 

is determined according to the Gini index. Each process of 

splitting involves the information being separated into two 

subsets. Subsequently, to decide the next test attribute, each 

subset is further divided; the process of splitting is continued 

until the data can no longer be separated. 

Pruning is performed after the CART algorithm is qualified. 

As the basis for pruning, the total error rate is used. The 

smallest tree provides the most effective classification (i.e., 

the tree with the least number of layers). For a target 

variable representing continuous and categorical data, the 

CART algorithm is applicable. If continuous data is 

represented by the goal variable, then the regression tree can 

be used. A classification tree may be used if the target 

variable includes categorical data.17,18 

 

CHAID Algorithms (Chi-Square Test) 

A chi-squared test (χ2, chi-square statistic) is implemented 

in the CHAID algorithm proposed by Kass et al., to evaluate 

the splitting condition.19 The greater the value determined by 

χ2, the greater the degree of dependence and the probability 

value of the variable is primarily used to measure the degree 

of dependence between multiple variables. In addition, to 

estimate all the possible predictive variables, a probability 

value is used to determine whether to continue the splitting 

process in the CHAID algorithm. 

Each node is branched on the basis of the chosen 

dependent variables in the CHAID branching process, and 

the chi-squared test is used as the branching norm. This 

means that the branching is carried out whether or not the 

classification attribute is essential. They are combined into 

the same division if the divisions have no major difference. 

Conversely, the branch is maintained and the splitting process 

is done on the next layer if the branches vary greatly.20,21 

 

Results 

The Clementine SPSS platform was used in our 

experiment.22 It is well-known data mining software that 

supports a wide range of data mining algorithms with a 

friendly user graphical user interface. All models were built 

using Train and Test data (The data were divided into two 

categories: 80% training and 20% testing). 

Here, we discuss the obtained prediction models. In the 

C5.0 decision tree model, the attribute demographic (age, 

hypertension and lung disease) and laboratory appears as the 

first splitting attribute. This indicates the importance of this 

information. The model can be interpreted as follows: If the 

patient suffers from other diseases, the model predicts death, 

otherwise recovery is predicted. According to this model, 

patients who have fewer problems with previous disease or 

whose test results are normal are more likely to survive 

COVID-19 infections. This could be due to the strength of 

their immune system.8 

In the CHAID decision tree model, gender characteristics, 

age, hypertension, lung disease, Diabetes and laboratory data 

appear as the first important characteristics of division. 

Information such as O2Sat and Cough play an important role 

in laboratory data. Information such as travel and readmission 

are also important parameters in diagnosing death.  

In the CRT decision tree model, laboratory data are more 

important in the model. Information such as O2Sat and 

Temperature body plays an important role in laboratory data. 

Also, demographic data (age and hypertension) and 

readmission are important parameters in diagnosing death. 

This shows the importance of this information. According to 

this model, patients who have more problems with laboratory 

results are more likely to Death from COVID-19 infections. 

Information about the confusion matrix for all training and 

testing data can be seen in detail in Table 2. 

 
Table 2. The Confusion Matrix for all Training and Test Data in Dataset 

 CHAID C5.0 CRT 

 Actual True Actual False Actual True Actual False Actual True Actual False 

Train Predict True 26 8 24 0 21 3 

Predict False 9 450 11 458 15 455 

Test Predict True 5 4 4 0 5 1 

Predict False 1 95 2 99 1 98 
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Table 3. The Evaluation Metrics for Data Mining Models for Training Data 

Measure CHAID C5.0 CRT 

Sensitivity 0.7429 0.6857 0.5833 

Specificity 0.9825 1 0.9934 

Precision 0.7647 1 0.875 

Negative Predictive Value 0.9804 0.9765 0.9681 

False Positive Rate 0.0175 0 0.0066 

False Negative Rate 0.2571 0.3143 0.4167 

Accuracy 0.9655 0.9777 0.9636 

F1-Score 0.7536 0.8136 0.7 

Matthews Correlation Coefficient 0.7352 0.8183 0.6973 

 
Table 4. The Evaluation Metrics for Data Mining Models for Test Data 

Measure CHAID C5.0 CRT 

Sensitivity 0.8333 0.6667 0.8333 

Specificity 0.9596 1 0.9899 

Precision 0.5556 1 0.8333 

Negative Predictive Value 0.9896 0.9802 0.9899 

False Positive Rate 0.0404 0 0.0101 

False Negative Rate 0.1667 0.3333 0.1667 

Accuracy 0.9524 0.981 0.981 

F1-Score 0.6667 0.8 0.8333 

Matthews Correlation Coefficient 0.6575 0.8084 0.8232 

 

 

Figure 1. A) ROC Train and Test C5, B) ROC Train and Test CRT, and C) ROC Train and Test CHAID 
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Table 3 and Table 4 summarize the evaluation metrics for 

data mining models for training and testing data, respectively. 

In the training data, all three models are very similar in 

terms of accuracy, but the sensitivity of the CHAID model is 

higher than the others and the Specificity of the C5 model 

are higher than the others. In addition, the F1-Score is higher 

in C5 in terms of model fit among these three trees. However, 

in general, we see that all three models have high accuracy 

in Death diagnosis. All information related to training data 

can be seen in Table 3. 

In the test data, the accuracy of CRT and C5 is equal and 

they are better than CHAID. The highest sensitivity is 

related to CHAID and CRT and the highest Specificity is 

related to C5. The F1-Score in terms of suitability introduces 

CRT, C5, and CHAID, respectively. All evaluation metrics 

related to test data can be seen in Table 4. A ROC curve is a 

graph representing the performance of a classifier.23,24 Figure 

1, 2, and 3 shows the ROC for the C5, CRT, and CHAID 

decision trees, respectively. Comparing ROC curves for all 3 

models, we conclude that the selection of each model alone 

can be used to predict with appropriate accuracy. 

We use a real dataset with three decision tree data mining 

algorithms in this research that are known to generate highly 

precise models. However, for real-world use the output of all 

models obtained from this data is satisfactory. The key 

constraint lies in the scale of the dataset for training. We 

assume that to strengthen predictions, data collection needs 

to be increased. Furthermore, more patient data (such as 

medical history) may be used. 
 

Discussion 

Severe respiratory illness develops in approximately 20% of 

COVID-19 patients with the overall mortality around 

2.3%.25 At now, there is no drug effectively targeting at 

SARS-CoV-2. Identifying people prone to severe forms of 

the disease for the prevention of high mortality rate is 

critical. There are few studies for determining the local risk 

factor association with Iranian COVID-19 patients.26 

However, several studies in the US, Europe and mainly 

china have been recently accomplished.27-29 We evaluated 

the potential risk factors associated with severe cases at 

admission in a retrospective cohort of 600 COVID-19 

patients in the Baqiyatallah Hospital. We used tree 

algorithms to build models predicting the death of COVID-

19 infection including C5.0, CRT, and CHAID algorithms. 

The C5.0 decision tree model indicated the importance of 

pre-existing non-communicable comorbidities including 

diabetes, cancers, cardiovascular diseases, hypertension, 

chronic kidney diseases, chronic pulmonary diseases, and 

other chronic diseases. The C5.0 algorithm results are in 

agreement with many previous studies.30-32 For example, Bai 

et al., developed models to find the mild patients who are 

easily go to the severe/critical cases using AI-based methods 

and logistic regression respectively.33 They found that the 

older age and comorbidity with hypertension could be 

regarded to be the most important risk factors for malignant 

progression.33 Similar what was mentioned in the Bai study, 

our C5.0 algorithm results suggested that the hypertension 

and lung disease as the most important comorbidities and the 

patient’s age as the key demographic data are the risk factors 

association with severe respiratory illness. In the CHAID 

decision tree model, we found that diabetes and O2Sat also 

important parameters in diagnosing death. Previously, 

Akbariqomi et al in the study on the same target community 

with our study indicated that the diabetic COVID-19 patients 

are at a higher risk of complications and higher in-hospital 

mortality during hospitalization. They showed that from 595 

hospitalized COVID-19 patients, 148 patients (24.9%) had 

diabetes. In comparison with non-diabetic patients, diabetic 

patients had more comorbidities (eg, hypertension [48.6% 

vs. 22.3%; p<0.001]); had higher levels of white blood cell 

count, neutrophil count, C-reactive protein, erythrocyte 

sedimentation rate and blood urea nitrogen, and had a higher 

proportion of patchy ground-glass opacity in chest computed 

tomography findings (52.7% vs. 25.7%; p<0.001). Finally, 

failure in the treatment and patient death was significantly 

higher in diabetic patients compared to non-diabetic patient 

(17.8% vs. 8.7%; p = 0.003).34 The CRT decision tree model 

results confirmed the derived results from other two models 

so that the age, hypertension and O2Sat are important 

parameters in the treatment failure and death results. In 

addition, high temperature and readmission are the risk 

factors exclusively in this model. Overall, the age and 

hypertension are common in our applied three models. 

There are several case series in the different countries that 

have been demonstrated the effect of hypertension on 

COVID-19 severity. In a large case series from China, an 

overall case fatality rate of 2.3% (1023 of 44,672 

confirmed cases) was found that increased to 6.0% for 

people with hypertension.35 Also, in the largest 

epidemiological study to date on 17 million health records 

in England shows hypertension alone was associated with 

slightly increased risk.36 The mechanism by which 

hypertension can increase the risk of death in COVID-19 

patients is complex and may well relate to the age or 

underlying co-morbidity e.g. cardiovascular diseases.37 

Previous study on 70-79 year age group have been reported 

that the age can significantly increase both COVID-19 

case fatality rates and hypertension prevalence to 8.0% and 

over 50% respectively.38 Overall, in Iranian hospitalized 

COVID-19 patients, age, hypertension, lung disease, 

O2Sat, diabetes, and body temperature, respectively are 

the most important factor that can effects on mortality rate 

of COVID-19 patients. Co-morbidity to two or more 

mentioned parameters leads to increased risk of death from 

COVID-19 in our retrospective analysis. 
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Conclusion 

We developed several models for predicting the death of 

COVID-19 infection in this paper. In the Clementine SPSS 

software, our models are constructed using the data mining 

algorithms of the CHAID, CRT, and C5.0 decision tree. The 

Model Decision Tree revealed that patients with no prior 

history of illness or laboratory testing issues were more 

likely to survive. In predicting patient stability, it was found 

that demographic characteristics are significant. Patients can 

be categorized after visiting the emergency department and 

people with age, hypertension, lung disease, O2Sat, diabetes, 

and body temperature, can be classified as high risk. By 

examining the ROC Curve for all three designed models, the 

results of all the models are very close to each other. Special 

cares can be taken for these people before they enter the 

severe phase of the disease. These measures include the type 

of medication prescribed or the priority of hospitalization in 

the intensive care unit. We assume that the efficiency of 

predictive models can be improved by using more patient 

data. In order to collect more information on patients with 

COVID-19 infection, we plan to add new patients directly to 

our data for future work. High accuracy in all models does 

not give superiority to a particular model. It is suggested that 

for further studies, these decision trees be evaluated on 

larger data. 
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